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Abstract

This paper provides novel evidence of priced correlation risk in foreign exchange markets. In the time-series, we find that the correlation risk premium, defined as the risk-neutral and physical correlation, is 15% per year on average. In the cross-section, global correlation risk carries a risk premium of −1%. In particular, we find that currencies with a high (low) exposure to correlation risk, i.e., that perform badly (well) during periods of high correlation, have high (low) returns on average. Correlation risk can thus explain carry trade returns. To address our empirical findings, we show in a general equilibrium model with external habit formation and home bias in preferences that time-varying correlation is driven by stochastic risk aversion. Currencies that provide a hedge against adverse shocks in global risk aversion are currencies that appreciate when conditional exchange rate correlation is high.
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Recent research has established that a significant component of currency risk premia constitutes compensation for exposure to global risk. Motivated by this finding, we provide novel evidence of priced correlation risk in foreign exchange (FX) markets and propose economic underpinnings. In this paper, we first empirically establish that FX correlation risk is priced and we then link FX correlation risk to global risk aversion using a multi-country general equilibrium model featuring external habit formation.

Scores of papers have documented that asset return correlation is stochastic and behaves counter-cyclically. While most of the academic focus has been on equities, very little is known about FX markets. This is surprising given that the FX market is second to none in terms of turnover. When investing in currencies, it seems important to understand how currency volatilities and correlations move over time in order to manage and allocate risks effectively. This paper fills this gap by quantifying priced FX correlation risk.

To achieve this, we take both a time-series and cross-sectional perspective. Our first contribution is to provide evidence of a large correlation risk premium in currency markets. We find that the size of the estimated correlation risk premium, defined as the difference between the risk-neutral and the objective measure exchange rate correlation, is around 15%. On average, the implied correlation is 56%, whereas the realized correlation is 41%. The correlation risk premium is almost always positive, which implies that it provides a hedge against bad states of the world.

Second, we proceed by quantifying the price of FX correlation risk in the cross-section of currencies using a portfolio sorting approach, following the recent international finance literature (see e.g. Lustig and Verdelhan, 2007, Lustig, Roussanov, and Verdelhan, 2011; Menkhoff, Sarno, Schmeling, and Schrimpf, 2011; and Burnside, 2011). To this end, we construct an FX correlation risk factor, defined as the cross-sectional average of conditional exchange rate correlations, and we sort currencies into four portfolios according to their exposure to that factor. Intuitively, if the factor is counter-cyclical and correlation risk is priced in currency markets, then currencies with low FX correlation betas (i.e. currencies that co-move weakly with FX correlation) should yield higher returns, whereas low correlation risk currencies (i.e. currencies that appreciate strongly
when FX correlation increases and, thus, hedge against FX correlation risk) should yield lower returns. Our results confirm that intuition: We show that investing in the portfolio with the highest relative correlation risk exposure (i.e. the portfolio consisting of the currencies that have negative FX correlation betas and, thus, depreciate when FX correlation increases) while shorting the portfolio with the lowest correlation risk exposure generates an average annual excess return between 3% (all countries) and 5% (developed countries) with Sharpe ratios of 0.36 and 0.5, respectively. We address the forward premium puzzle by showing that carry trade returns can be explained by the high exposure to the FX correlation risk factor. Following the Fama and MacBeth (1973), we estimate a negative price of FX correlation risk of $-1\%$ per annum. Furthermore, we show that high (low) interest rate currencies have negative (positive) FX correlation betas and, therefore, depreciate (appreciate) in bad states of the world, when global risk aversion is high. As a result, high interest rate currencies have positive risk premia, whereas low interest rate currencies have low or negative risk premia.

It is natural to assume that volatility and correlation are highly correlated, which leads to the question whether correlation contains information over and above what is contained in volatility. To address this, we first perform a double sort on volatility and correlation. We show that the return differential documented when sorting only on correlation is not subsumed by exposure to volatility. Conditioning on volatility, the order of magnitude of the correlation spread portfolios is nearly the same as for the univariate correlation sort. We also study whether exposure to correlation risk can explain the return differential from volatility sorted portfolios. We find that the correlation risk factor emerges as the dominant risk factor as it carries a price of risk which is larger than the one from volatility.

To address our empirical findings, we explore the implications of time variation in conditional risk aversion for currency risk premia. We consider a multi-country, multi-good general equilibrium model in which preferences are characterized by external habit formation (Menzly, Santos and Veronesi, 2004) and home bias, as in Stathopoulos (2011, 2012). In the model, currency risk premia compensate investors mainly for exposure to global risk aversion fluctuations and agents are willing to accept lower returns for assets
that have negative global risk aversion betas and, thus, provide a hedge against increases in global risk aversion. Consequently, the price of the global risk aversion factor is negative. We also show that global risk aversion is positively associated with conditional exchange rate second moments. Hence, currencies that hedge against adverse global risk aversion fluctuations can be empirically identified as currencies that appreciate when conditional exchange rate second moments are high. Finally, we show that our model is able to link currency risk premia to real interest rate differentials and, thus, address the forward premium puzzle. If real interest rates are procyclical, which is true if the precautionary savings motive is sufficiently strong, being long a high interest rate currency and short a low interest rate currency (i.e. engaging in the carry trade) is tantamount to having a high exposure to the global risk aversion factor, i.e., holding a holding a position with a negative global risk aversion beta. As a result, investors require a high compensation in terms of expected return in order to engage in the carry trade.

**Related Literature:** This paper builds on the extant literature on the risk-return relationship of excess returns in currency markets. Lustig, Roussanov, and Verdelhan (2012) identify two new risk factors: the average forward discount of the US dollar against developed market currencies and the return to the carry trade portfolio itself. They then study the predictive content of these two factors and find that the average forward discount is the best predictor of average currency excess returns even when controlling for the forward discount. While Lustig, Roussanov, and Verdelhan (2012) focus on currency portfolios, Verdelhan (2011) finds high $R^2$ from regressions of individual currency risk premia on the average dollar factor. Using quantile regressions, Cenedese, Sarno, and Tsiakas (2012) find that higher (lower) average currency excess return variance (correlation) leads to larger losses (gains) in the carry trade. Menkhoff, Sarno, Schmeling, and Schrimpf (2011) study whether currency excess returns can be explained by a compensation for global currency volatility risk. Mancini, Ranaldo, and Wrampelmeyer (2012) study the impact of FX liquidity on carry returns, and Adrian, Etula, and Shin (2010) present evidence that funding liquidity of U.S. intermediaries
predict exchange rates well. In their paper, funding liquidity proxies for risk aversion of dollar-funded intermediaries.

Our paper is also part of the recent literature that addresses the failure of the expectations hypothesis for exchange rates. Brunnermeier, Nagel, and Pedersen (2009), Farhi, Fraiberger, Gabaix, Ranciere and Verdelhan (2009), Jurek (2009), Burnside, Eichenbaum, Kleshchelski and Rebelo (2011) and Farhi and Gabaix (2011) emphasize the importance of disaster risk for currency risk premia, Yu (2011) studies the effect of investor sentiment, while Colacito and Croce (2009, 2010) and Bansal and Shaliastovich (2011) explore the implications of long-run risk in currency markets. Martin (2011) studies the failure of the UIP in a two country economy with two goods and heterogeneity in country size. Evans (2012) shows in an open economy DSGE model that risk shocks are a significant driver of exchange rate dynamics. The paper closest to ours is Verdelhan (2010): he proposes a two-country, single-good model with trade frictions and time-varying risk aversion generated by external habit formation and illustrates the importance of procyclical real interest rates for addressing the forward premium puzzle. In our multi-country model, we endogenize consumption and focus on the relationship between global risk aversion and conditional exchange rate second moments.

Finally, different versions of our theoretical setup have been used to address the Brandt, Cochrane and Santa-Clara (2006) international risk sharing puzzle (Stathopoulos, 2011) and the portfolio home bias puzzle (Stathopoulos, 2012); our paper extends the insights of that body of work by considering the effects of time variation in risk aversion for currency returns.

The remainder of the paper is organized as follows. Section I. describes the data and details how we construct the correlation risk factor. Section II. describes how we build the currency portfolios and contains the empirical results with regards to priced correlation risk in currency markets. Section III. sets up a multi country model with external habit which we calibrate in Section IV.. And Section V. concludes. Proofs are deferred to the Appendix and additional results and robustness checks are gathered in an Online Appendix.
I. Data and Risk Factor Construction

We start by describing the data and how to construct the currency correlation risk factor. We use daily option prices on the most heavily traded currency pairs to construct a forward looking measure of correlation risk and high frequency data on the underlying spot exchange rates to calculate the realized counterparts. Our data runs from January 1999 to December 2010.

A. Data Description

High Frequency Currency Data: The high frequency spot exchange rates Euro, Japanese Yen, British Pound, and Swiss Franc, all vis-à-vis the U.S. Dollar, are from Olsen & Associates. Given that the high liquidity in foreign exchange markets prevents triangular arbitrage opportunities in the five most heavily traded currencies, calculating the remaining cross rates using the four exchange rates is common practice. The raw data contains all interbank bid and ask indicative quotes for the exchange rates for the nearest even second. After filtering the data for outliers, the log price at each 5 minute tick is obtained by linearly interpolating from the average of the log bid and log ask quotes for the two closest ticks. As options are traded continuously throughout the day, this results in a total of 288 observations over a 24 hour period.\(^1\)

Currency Option Data: We use daily over-the-counter (OTC) currency options data from JP Morgan for the four currency pairs EURUSD, JPYUSD, GBPUSD, and CHFUSD plus the six cross rates (i.e., we have have options data on a total of ten exchange rates). The use of OTC option data has several advantages over exchange traded option data. First, the trading volume in the OTC FX options market is several times larger than the corresponding volume on exchanges such as the Chicago Mercantile Exchange. As a consequence, this leads to more competitive quotes in the OTC market. Second, the conventions for writing and quoting options in the OTC markets have several features that are appealing when performing empirical studies: Every day,

\(^1\)We follow the empirical literature and take five minute intervals opposed to higher frequencies to mitigate the effect of spurious serial correlation due to microstructure noise (see Andersen and Bollerslev, 1998).
new option series with fixed times to maturity and fixed strike prices, defined by sticky
deltas, are issued. In comparison, the time to maturity of exchange-traded option series
gradually declines with the approaching expiration date, and the moneyness continually
changes as the underlying exchange rate moves. Therefore, the OTC option data allows
for better comparability over time, as the series’ main characteristics do not change from
day to day. The options used in this study are plain-vanilla European calls and puts
and encompass 5 option series per exchange rate: We consider a one month maturity
and a total of five different strikes: at-the-money (ATM), 10-delta call and 25-delta call,
10-delta-put and 25-delta put.

**Spot and Forward Rates:** To form our portfolios, we use daily data for spot exchange
rates and one month forward rates versus the U.S. dollar obtained from Datastream. We
start from daily data in order to construct the correlation risk exposure. In line with
the previous literature (see Fama, 1984), we work with the log spot and one month for-
ward exchange rates, denoted as \( s^i_t = \ln(S^i_t) \) and \( f^i_t = \ln(F^i_t) \), respectively. We use the
U.S. dollar as the home currency and thus the superscript \( i \) always denotes the foreign
currency. Our total sample consists of 21 countries: Australia, Canada, Czech Republic,
Denmark, Euro, Finland, Hungary, India, Japan, Kuwait, Mexico, New Zealand, Nor-
way, Philippines, Singapore, South Africa, Sweden, Switzerland, Taiwan, Thailand, and
the United Kingdom.\(^2\) We also run a separate analysis using only developed countries,
which are: Australia, Canada, Denmark, Euro, Finland, Japan, New Zealand, Norway,
Sweden, Switzerland, and the United Kingdom.

**Carry Portfolios:** At the end of each period \( t \), we allocate currencies into four portfolios
based on their forward discounts at the end of period \( t \). Sorting on forward discounts
is the same as sorting on interest rate differentials since covered interest parity holds
closely in the data at the frequency analyzed in this paper. We re-balance portfolios at
the end of each month. This is repeated month by month. Currencies are ranked from
low to high interest rate differentials. Portfolio 1 contains currencies with the lowest
interest rate (or smallest forward discounts) and portfolio 4 contains currencies with the

\(^2\)These are the same countries as in Lustig, Roussanov, and Verdelhan (2011), minus the 10 Euro
countries and Hong Kong, Indonesia, Malaysia, Poland, Saudi Arabia and South Korea for which we
do not have a full sample of forward rates.
highest interest rates (or largest forward discounts). Monthly excess returns for holding foreign currency $i$ are computed as: $rx_{t+1}^i \approx f_t^i - s_{t+1}^i$.

We follow Lustig, Roussanov, and Verdelhan (2011) and build a long-short factor based on carry trade portfolios (HML). We also build a zero-cost dollar portfolio (DOL), which is an equally weighted average of the different currency portfolios, i.e. the average return of a strategy that consists of borrowing money in the U.S. and investing in the global money markets outside the U.S.

Summary statistics of the carry trade, HML, and DOL factor are presented in Table 1. In line with previous findings, there is a monotonic increase from the lowest to the highest forward discount sorted portfolio. The unconditional average excess return from holding an equally weighted average carry portfolio is 4% per annum. The HML portfolio is highly profitable with an average return of 9.2% and a Sharpe ratio of 1.19.

B. Construction of Realized and Implied Volatility and Correlation Measures

In the following, we construct both realized and implied correlation measures for different currency pairs. For the former, we use high frequency data on the underlying spot exchange rates and for the latter we rely on options written directly on these exchange rates.

B.1. Realized Variance and Correlation

Currencies are traded continuously throughout the day all over the world. To match the time when we measure the daily option prices, we record the daily spot exchange rate at 4pm GMT. Overall, we have 288 intra-day currency returns over five minute intervals (from 4pm today to 4pm the next day):

$$r_{k,5\text{min}} = \ln(S_k) - \ln(S_{k-5\text{min}}).$$
We follow Andersen, Bollerslev, Diebold, and Labys (2000) and compute the realized variance by summing the squared 5-minute frequency returns over the day:\footnote{We also use more refined measures of realized variance for robustness checks. The results, however, are not sensitive to how we measure the expected variance under the physical measure.}

\[ RV_t = \sum_{k=1}^{K} r_{k,5\text{min}}^2. \]

In a similar spirit, we derive the realized covariance between exchange rates \( s^i \) and \( s^j \), respectively:

\[ RCov_{t}^{i,j} = \sum_{k=1}^{K} r_{k,5\text{min}}^i r_{k,5\text{min}}^j. \]

The realized correlation is then simply the ratio between the realized covariance and the product of the respective standard deviations:

\[ RCorr_{t}^{i,j} = \frac{RCov_{t}^{i,j}}{\sqrt{RV_t^i} \sqrt{RV_t^j}}. \]

We use realized measures observable at time \( t \) to proxy for the expectation under the physical measure for the period \( T - t \).

\( B.2. \text{ Implied Variance and Correlation} \)

We follow Demeterfi, Derman, Kamal, and Zhou (1999) and Britten-Jones and Neuberger (2000) to obtain a model-free measure of implied volatility. The authors show that if the underlying asset price is continuous, the risk-neutral expectation of total return variance is defined as an integral of option prices over an infinite range of strike prices:

\[ E^{q_t} \left( \int_t^T \left( \sigma_u^2 \right) du \right) = 2e^{r(T-t)} \left( \int_0^{S_t} \frac{1}{K^2} P(K,T) dK + \int_{S_t}^\infty \frac{1}{K^2} C(K,T) dK \right), \] (1)

where \( S_t \) is the underlying spot exchange rate and \( P(K,T) \) and \( C(K,T) \) are the put and call prices with maturity date \( T \) and strike \( K \), respectively. Since, in practice, the number of traded options for any underlying asset is finite, the available strike price series
is a finite sequence as well. The calculation of the model-free implied variance employs the whole cross-section of option prices: For each maturity $T$, all five strikes are taken into account. These are quoted in terms of the corresponding delta of the option. To convert the quoted delta-strikes into dollar strike prices, we use the option prices from the Garman and Kohlhagen (1983) model and solve for the delta of the corresponding option. The corresponding spot rates are extracted from the high-frequency dataset in accordance with the exact time of the daily options quote, i.e. at 4pm GMT. The risk-free interest rates for USD, EUR, JPY, GBP, and CHF are represented by the London Interbank Offered Rates (LIBOR). To approximate the integral in equation (1), we adopt a trapezoidal integration scheme over the range of strike prices covered by our dataset. Jiang and Tian (2005) report two types of implementation errors: (i) Truncation errors due to the non availability of an infinite range of strike prices and (ii) discretization errors due to the fact that there is no continuum of options available. We find that both errors are extremely small using currency options. For example, the size of the errors totals only half a percentage point in terms of volatility.

Model-free implied correlations are constructed from the available model-free implied volatilities.\(^4\) We require all cross rates for three currencies, $S_t^i$, $S_t^j$, and $S_t^{ij}$. The absence of triangular arbitrage then yields:\(^5\)

$$S_t^{ij} = S_t^i / S_t^j.$$  

Taking logs, we derive the following relationship:

$$\ln \left( \frac{S_t^{ij}}{S_t^j} \right) = \ln \left( \frac{S_T^i}{S_t^i} \right) - \ln \left( \frac{S_T^j}{S_t^j} \right).$$

\(^4\)Brandt and Diebold (2006) use the same approach to construct realized covariances of exchange rates from range based volatility estimators.

\(^5\)Recent studies report that the average violation of triangular arbitrage is about 1.5 basis points with an average duration of 1.5 seconds (see Kozhan and Tham, 2012). We note however that most papers that study violations of triangular arbitrage use indicative quotes, which only give an approximate price at which a trade can be executed. Executable prices can differ from indicative prices by a few basis points. Using executable FX quotes, Fenn, Howison, McDonald, Williams, and Johnson (2009) report that triangular arbitrage is less than 1 basis point and the duration less than 1 second. In our data, we find that triangular arbitrage is less than 1 basis point, we therefore conclude that these violations are not affecting the calculated quantities.
Finally, taking variances yields:

\[
\int_t^T (\sigma_u^i)^2 du = \int_t^T (\sigma_u^i)^2 du + \int_t^T (\sigma_u^j)^2 du - 2 \int_t^T \gamma_u^{ij} du,
\]

where \(\gamma_u^{ij}\) denotes the realized covariance of returns between currency pairs \(s_t^i\) and \(s_t^j\).

Solving for the covariance term, we get:

\[
\int_t^T \gamma_u^{ij} du = \frac{1}{2} \int_t^T (\sigma_u^i)^2 du + \frac{1}{2} \int_t^T (\sigma_u^j)^2 ds - \frac{1}{2} \int_t^T (\sigma_u^{ij})^2 du.
\]

Using the standard replication arguments, we find that:

\[
E_t^Q \left( \int_t^T \gamma_u^{ij} du \right) = e^{r(T-t)} \left( \int_t^{S_t^i} \frac{1}{K^2} P_i(K,T) dK + \int_{S_t^i}^\infty \frac{1}{K^2} C_i(K,T) dK \right)
+ \int_t^{S_t^j} \frac{1}{K^2} P_j(K,T) dK + \int_{S_t^j}^\infty \frac{1}{K^2} C_j(K,T) dK
- \int_t^{S_t^{ij}} \frac{1}{K^2} P^{ij}(K,T) dK - \int_{S_t^{ij}}^\infty \frac{1}{K^2} C^{ij}(K,T) dK
\]

The model-free implied correlation can then be calculated using expression (2) and the model-free implied variance expression (1):\(^6\)

\[
E_t^Q \left( \int_t^T \rho_u^{ij} du \right) = \frac{E_t^Q \left( \int_t^T \gamma_u^{ij} ds \right)}{\sqrt{E_t^Q \left( \int_t^T (\sigma_u^i)^2 du \right)} \sqrt{E_t^Q \left( \int_t^T (\sigma_u^j)^2 du \right)}}. \quad (3)
\]

Tables 2 and 3 provide summary statistics of the realized and implied volatility and correlation together with their corresponding risk premia while Figures 1 and 2 graph the measures over time. On average, implied volatility exceeds realized volatility for the Japanese Yen but realized volatility is larger on average than the implied counterpart for the Euro, British Pound and the Swiss Franc. Implied and realized volatility are not very time varying except for a huge spike in October 2008.

\(^6\)Our expression for implied correlation does not necessarily imply that the correlation is bounded between -1 and 1. One way to ensure that the absolute implied correlations stay below one would be to impose a normalization in the spirit of the Dynamic Conditional Correlation model of Engle (2002). As in the data, we do not find implied correlations exceeding 1, we do not apply this normalization.
Figure 2 reveals that both realized and implied correlation remain quite stable until 2006 but then suddenly drop for most currency pairs. It is also interesting to note that the conditional correlations are mostly positive except for the Euro and British Pound vis-à-vis the Japanese Yen, a typical safe haven currency. One feature that is common to all currency pairs is that correlations exhibit high volatility during the recent financial crisis.

B.3. Global Correlation Risk

To construct our global correlation risk factor, we average implied correlation over all different currency pairs at any given day. We prefer to use implied as opposed to the realized quantities as they provide a more forward-looking measure of risk. We show in the Online Appendix, that all results go through using realized measures of correlation.

As explained above, we have options on EUR, GBP, JPY and CHF versus the USD and currency options for the ten cross pairs of the five currencies. This allows us to calculate six correlation measures. Hence,

\[
\text{IC}_{G,t,T}^T = \frac{1}{6} \times \sum_{i=1}^{4} \sum_{j>i} \text{IC}_{i,j,t,T}^T, \quad (4)
\]

where IC\(_{i,j}^T\) is the implied correlation for currency pair \(i\) and \(j\). In a similar vein, we construct a global volatility risk factor by taking the average of the implied volatilities, i.e. \(\text{IV}_{G,t,T}^T = \frac{1}{4} \times \sum_{i=1}^{4} \text{IV}_{i,t,T}^T\) where \(\text{IV}_t^i\) is the implied volatility for exchange rate \(i\). The two time series are plotted in Figure 3.

---

\[7\] A priori it is not clear how to construct a global risk factor and in principle, we could calculate principal components and use the first principal component to represent global correlation risk. As the unconditional correlation between the average and the first principal component is 99%, we prefer to use the average as it is the simplest measure. Throughout, we use an equal weighted average to represent a global risk factor and obviously one could think about more elaborate ways to construct an average. We explore a turnover weighted average in the Online Appendix and show that the two methods lead to the same results.
The global volatility factor shows a distinct spike in October 2008 where global volatility increases from 8% to almost 30%. Interestingly, the spike coincides with the all time high in the equity market index implied volatility VIX. The global correlation factor is more volatile with a spike right after the financial crisis. The correlation risk factor started at around 40% in the early 2000 and almost doubled until 2008 and since then is on a downward spiral. Overall, the global volatility risk factor shows little movement except for at the most recent crisis whereas the global correlation risk factor seems to move much more.

For our empirical analysis, we use innovations of the aforementioned FX correlation and volatility factors, defined as the residuals after fitting an AR(1) process for the correlation and variance risk factors. We denote them by $\Delta IC^G$ and $\Delta IV^G$, respectively.\(^8\)

II. Empirical Analysis

In this section, we study the price of correlation risk in two ways. First, we quantify in the time-series the size of correlation risk premia for different currency pairs, where we define a correlation risk premium as the difference between the risk-neutral and physical expectations of the currencies’ correlation. Secondly, we study the empirical relation between the global correlation risk proxy and the risk-return profile of currency portfolios in the cross-section. If correlation risk is indeed priced in currency markets, then sorting currencies according to their exposure to correlation risk should yield a significant spread in average returns. We start by sorting a cross-section of different currencies according to their exposure to correlation risk. We then ask whether our proposed risk factor can explain carry trade returns. To this end, we run time series regressions of each portfolio’s excess return on a set of potential risk factors. Using these

\(^8\)We run portfolio sorts with both first differences and the AR(1) innovations and find that the results remain robust to the method chosen.
factor betas, we assess the price of correlation risk using the two-stage methodology from Fama and MacBeth (1973).

A. Correlation Risk Premia

In the following, we quantify the size of variance and correlation risk premia in FX markets using the implied and realized measures presented in the previous section. Following the literature, the variance and correlation risk premia are defined as the difference between the risk-neutral and physical expectations of the variance and correlation, respectively. Thus, \( \text{VRP}^i_{t,T} \), the \((T - t)\)-period variance risk premium for the log exchange rate \( s^i \) at time \( t \) is defined as:

\[
\text{VRP}^i_{t,T} \equiv E_Q^t \left( \int_t^T (\sigma_u^i)^2 \, du \right) - E_P^t \left( \int_t^T (\sigma_u^i)^2 \, du \right),
\]

where \((\sigma_u^i)^2\) is the variance of exchange rate \( s^i \) at time \( u \). In a similar vein, the expression for the correlation risk premium between exchange rates \( s^i \) and \( s^j \), \( \text{CRP}^{i,j}_{t,T} \), is defined as:

\[
\text{CRP}^{i,j}_{t,T} \equiv E_Q^t \left( \int_t^T \rho_{u}^{i,j} \, du \right) - E_P^t \left( \int_t^T \rho_{u}^{i,j} \, du \right)\]

\[
= \frac{E_Q^t \left( \int_t^T \gamma_{u}^{i,j} \, du \right)}{\sqrt{E_Q^t \left( \int_t^T (\sigma_u^i)^2 \, du \right) \sqrt{E_Q^t \left( \int_t^T (\sigma_u^j)^2 \, du \right)}}} - \frac{E_P^t \left( \int_t^T \gamma_{u}^{i,j} \, du \right)}{\sqrt{E_P^t \left( \int_t^T (\sigma_u^i)^2 \, du \right) \sqrt{E_P^t \left( \int_t^T (\sigma_u^j)^2 \, du \right)}}},
\]

where \( \rho_{u}^{i,j} \) and \( \gamma_{u}^{i,j} \) are the conditional correlation and covariance between the two exchange rates, respectively. In the following, we will concentrate on one month premia only, i.e. \( T = t + 1 \).

The summary statistics of the risk premia are reported in Panel C of Tables 2 and 3. Different from the equity index market, we find that variance risk premia in FX markets are small on average and statistically not different from zero. We also note that the variance risk premia are left skewed, which could be due to the implicit crash risk in FX currency markets (see Brunnermeier, Nagel, and Pedersen, 2009). This is also evident from the figures where we see that the variance risk premia experience large and sudden negative crashes, especially during the early years of 2000. One possible reason for the
small size of the variance risk premia could also be due to the high volatility of the series themselves: The risk premia switch sign quite often and display large jumps – mostly negative ones in the 2000 and a positive one during the most recent financial crisis. This echoes the findings of Chernov, Graveline, and Zviadadze (2012) who report large jumps in the implied volatility of currency options.

In contrast, correlation risk premia are mostly positive and economically large: The average correlation risk premium is 14%, which is comparable to what is observed in the equity market.\(^9\) Interestingly, the correlation risk premia are mostly positive in the period up to 2008 and then turn negative for most of the currency pairs. There are also noteworthy cross-sectional differences across different currency pairs. The large negative drop in implied correlations coincides with the huge increase in the FX implied volatility and VIX after the Lehman default in September 2008. For example for the EURJYP and GBPJPY exchange rates, the implied correlation drops from +26% to -24% and +12% to -40%, respectively, while the associated risk premia drops from +53% to -5% and +42% to -17%, respectively.

Overall, we conclude that the compensation for correlation risk in the time-series is economically relevant for all currency pairs. In the following, we study the price of correlation risk in the cross-section of currency portfolios.

**B. Correlation Risk Sorted Portfolios**

We first construct monthly portfolios sorted according to the correlation risk exposure. Intuitively, we expect those currencies to yield lower returns that hedge well against correlation risk, whereas we expect currencies that have a high exposure to correlation risk yield high returns on average.

At the end of each period \(t\), we build four currency portfolios based on the correlation risk exposure of the respective currencies. We estimate pre-ranking betas from rolling regressions of currency excess returns on the global correlation risk using 36 month

\(^9\)Driessen, Maenhout, and Vilkov (2009) estimate that the correlation risk premium on the S&P 100 is approximately 18%, with an average realized correlation of 29% and an average implied correlation of 47%. Buraschi, Trojani, and Vedolin (2011) report similar numbers.
windows that end in period $t - 1$ (as in Lustig, Roussanov, and Verdelhan, 2011 and Menkhoff, Sarno, Schmeling, and Schrimpf, 2011):

$$rx^i_{t+1} = \alpha^i + \beta^i IC_t \Delta IC_t^G + \epsilon^i,$$

where $rx^i_{t+1}$ is the one month excess return of currency $i$, defined as $rx^i_{t+1} \equiv f^i_t - s^i_{t+1}$ and $\Delta IC^G_t$ denotes innovations in the correlation risk factor. This gives the currencies’ exposure to global correlation risk and only uses information up to time $t$. We repeat the same regressions using the volatility risk factor. Descriptive portfolio statistics for the correlation sorting are reported in Table 4. To save space, we defer the results for the volatility sorting to the Online Appendix.

[Insert Table 4 approximately here.]

In Panel A of Table 4 we report summary statistics for the correlation risk sorted currency portfolios for all countries and in Panel B we report the statistics for the developed countries only. Correlation sorted portfolios yield quite attractive Sharpe ratios between 0.56 and 0.69, respectively. Investing in currencies with high correlation betas leads to significantly lower returns compared to investing in low correlation beta currencies. Longing low correlation beta currencies and shorting the high correlation beta currencies yields an average return of more than 3% and an annualized Sharpe ratio of 0.37. When we move to Panel B, the results improve further. The difference between the low correlation risk exposure currencies and high correlation risk exposure currencies is more than 5% per annum with a Sharpe ratio of 0.54. There is also a strikingly monotone increase in estimated slope coefficients. Estimates are negative and large for currencies with low exposure and positive for high exposure currencies. The table also shows pre-formation forward discounts for the portfolios. The average forward discount is monotonically decreasing, which mirrors the findings for the carry trade portfolios (see Table 1).
C. Factor Mimicking Portfolios

The portfolio sorting exercise has provided some evidence that global correlation risk is priced in the cross-section of currency returns. In a next step, we assess the cross-sectional price of correlation risk. To this end, we estimate a factor premium on the mimicking correlation factor, denoted by $FIC$. Following Ang, Hodrick, Xing, and Zhang (2006), we construct a factor-mimicking portfolio of correlation innovations. This allows us to naturally assess the factor prices of correlation risk vis-à-vis other factors.

To this end, we regress innovations in the global correlation and volatility risk proxies on the four excess carry return portfolios:

$$\Delta IC_t^G = c + b'rx_t + u_t,$$

where $rx_t$ is the vector of excess returns. The factor mimicking portfolio excess return is then the product of the estimated slope coefficients and the excess returns, i.e. $FIC_t \equiv \hat{b}'rx_t$.

In the first step of the Fama and MacBeth (1973) regressions, we estimate betas using the full sample, in the second stage, we use the cross-sectional regressions to estimate the factor premia. Panel B of Table 5 shows the premia. The price of the dollar trade risk factor is positive, in line with previous findings. In contrast, the price of correlation risk is -0.08% per month and statistically significant. The negative factor price is in line with our previous findings that portfolios, which co-move positively with correlation innovations require lower risk premia. The question then is which portfolios provide a good hedge against correlation risk? To this end, we look at the factor betas for the different currency portfolios. The results are reported in Table 5, Panel A.

[Insert Table 5 approximately here.]

Low interest rate currencies have a high correlation beta and thus provide a good hedge against correlation risk as they have a large negative exposure to correlation risk. On the other hand, high interest rate currencies have negative FX correlation factor
betas and, as a result, command high FX correlation risk premia. Furthermore, the estimated coefficients are highly significant for the dollar factor (DOL), which is not surprising given earlier results in Lustig, Roussanov, and Verdelhan (2011).

D. What Does Correlation Tell Us Beyond Volatility?

Prima facie, it is hard to disentangle correlation from volatility, as the former depends on the latter. However, recent papers show that the compensation for volatility risk is often really compensation for correlation risk (see e.g. Driessen, Maenhout, and Vilkov, 2009) and that for example the hedging demand for correlation risk often dominates that for volatility. Buraschi, Porchia, and Trojani (2010) for example find in an inter-temporal portfolio optimization setting with time-varying correlations that the correlation hedging component can be up to seven times larger than the hedging component due to volatility. In the following, we study the relative pricing power of correlation beyond volatility. We do this in two ways, first, we perform a double sorted portfolio strategy, then we estimate the price of correlation risk using volatility sorted portfolios as test assets.

Since volatility and correlation are intimately linked, which could potentially lead to multi-collinearity issues, we use innovations in correlation and the orthogonalized component of volatility.\textsuperscript{10} In our double-sorting exercise, we sort currencies into two bins based independently on volatility and correlation. For each of the four portfolios formed, we report subsequent annualized returns. The results from sorting on volatility and correlation are reported in Table 6, Panel A. The number of currencies in each portfolio are reported in parentheses below the returns. We abstain from doing a double sort using developed countries only as there would be too few currencies available.

Reading across Panel A of Table 6, we find that holding volatility constant, correlation continues to be negatively related to subsequent returns for both low and high levels of volatility. For the low volatility sorted currencies, the low minus high portfolio yields 3.41% per annum, which corresponds to the magnitude of the return differential in

\textsuperscript{10}We note, however, that changes in volatility, $IV^G$ and changes in correlation, $IC^G$ are very little correlated with -15%.
univariate sorted portfolios in Table 4. In the high volatility regime, the spread portfolio leads to slightly lower returns of almost 2%.

To shed more light on the question whether correlation subsumes some of the compensation to volatility, we run the same exercise as in Section II. C., but replace the carry portfolios as test assets with volatility sorted portfolios. We also construct a correlation and volatility factor mimicking factor using these assets, which we label $\tilde{FIC}$ and $\tilde{FIV}$, respectively. We report the estimated factor betas and prices of volatility and correlation in Panel B and Panel C of Table 6, respectively.

Low volatility currencies have a high beta whereas high volatility currencies have a low beta. This means that if volatility is high (i.e. like during the recent financial crisis), the low volatility currencies provide a good hedge, on the other hand, the high volatility currencies command high risk premia. The estimated prices of risk are both highly statistically significant: The price of correlation risk is $0.10\%$ per month which corresponds to $1.2\%$ per year.

Overall, the results in Table 6 imply that, on average, correlation risk is priced in the cross-section of currency returns beyond the explanatory power of volatility. Consistent with the evidence presented in Menkhoff, Sarno, Schmeling, and Schrimpf (2011), we find that currencies with a lower exposure to volatility have higher returns.

E. The Link Between Global Correlation Risk and Risk Aversion

The previous results show that global FX correlation is priced in the time-series and cross-section of currency returns, implying that it acts as a proxy for priced global systematic risk. In the context of time-varying conditional risk aversion, global risk aversion would constitute such a global priced factor. To evaluate the connection between our two FX factors and global risk aversion, we construct a proxy for the global surplus consumption ratio, defined as a real GDP-weighted average of all individual countries’ surplus consumption ratio. Following Wachter (2006), the country $i$ surplus
consumption ratio is proxied by a weighted moving average of past consumption growth,
\( \sum_{k=1}^{40} \beta^k \Delta c_{t-k} \), where \( \Delta c \) is real per capita consumption growth and \( \beta = 0.97 \). We find that the unconditional correlation between our global surplus consumption proxy and the FX correlation risk factor is -0.44.

Another empirical proxy for conditional risk aversion could be consumer confidence (see Baele, Bekaert, and Inghelbrecht, 2010). To proxy for global consumer confidence, we take data from the Michigan Consumer Confidence and the European Economic Sentiment Indicator and average these two series.\(^{11}\) We find that this average has an unconditional correlation of -50% with our global correlation risk factor.

Overall, these numbers support a positive link between global conditional risk aversion and the second moments of exchange rates. In the following section, we propose a general equilibrium model that formalizes that link.

III. Model

We study a multi-country general equilibrium model in which preferences are characterized by external habit and home bias. In the model we posit, global risk aversion is intimately linked to second moments of foreign exchange. We then test whether our model can replicate the empirical facts which we have established in the data.

A. Model Details

A.1. Endowments and Preferences

The world economy comprises \( n + 1 \) countries, indexed by \( i \): the domestic country \((i = 0)\) and \( n \) foreign countries \((i = 1, ..., n)\), each of which is populated by a single representative agent. There are \( n + 1 \) distinct perishable goods in the world economy, indexed by \( j \), and each agent is initially endowed with a claim on the entirety of the world endowment of the corresponding good. Uncertainty in the economy is represented by a filtered probability space \((\Omega, \mathcal{F}, \mathbf{F}, P)\), where \( \mathbf{F} = \{\mathcal{F}_t\} \) is the filtration generated

\(^{11}\)The first time-series can be downloaded from the St. Louis Fed Economic Database and the latter from the webpage of the European Commission Economic Databases and Indicators.
by the standard $m$-dimensional Brownian motion $B_t$, $t \in [0, \infty)$, augmented by the null sets. The world endowment stream of good $j$ is denoted by $\{\tilde{X}_t^j\}$; all endowment processes are Itô processes satisfying:

$$d \log \tilde{X}_t^j = \mu^{j,X}_t \, dt + \sigma^{j,X}_t \, dB_t, \quad j = 0, 1, \ldots, n$$

with $\sigma^{j,X} \neq 0$ for all $j$. Without loss of generality, the global numéraire is the domestic consumption basket, to be defined below. Since all goods are frictionlessly traded internationally, the price of each good, in units of the global numéraire, is the same in all countries; the numéraire price of good $j$ is $Q^j$.

Representative agent $i$ has expected discounted utility:

$$E_0 \left[ \int_0^\infty e^{-\rho t} \log(C^i_t - H^i_t) \, dt \right],$$

where $\rho > 0$ is her subjective discount rate, $C^i_t$ is her level of consumption and $H^i_t$ is the time-varying level of consumption habit. Consumption is expressed in units of a composite good, the domestic consumption basket, defined as:

$$C^i_t \equiv \left( \prod_{j=0}^n (X^{i,j}_t)^{a^{i,j}_t} \right),$$

where $X^{i,j}_t$ is the quantity of good $j$ that agent $i$ consumes. The preferences of agent $i$ with respect to the $n+1$ goods are described by the vector of preference parameters $\alpha^i = [a^{i,0}, a^{i,1}, \ldots, a^{i,n}]$ such that $\sum_{j=0}^n a^{i,j} = 1$ and $a^{i,j} > 0$ for all $i$ and $j$. This specification allows for cross-country heterogeneity in consumption preferences, including consumption home bias. We collect the preference parameters in the preference matrix $A$, such that $A = [a_{i,j}] = a^{i-1,j-1}$.

The habit level of agent $i$ is external. Instead of specifying the law of motion for the habit level $H^i_t$, we specify the law of motion for the inverse surplus consumption ratio
\( G^i = \frac{C^i_t}{C^i_{t-1}} \). Specifically, we assume that the inverse surplus consumption ratio solves the stochastic differential equation:

\[
dG^i_t = \varphi \left( \bar{G} - G^i_t \right) dt - \delta \left( G^i_t - l^i \right) \left( \frac{dC^i_t}{C^i_t} - E_t \left( \frac{dC^i_{t+1}}{C^i_{t+1}} \right) \right)
\]

as in Menzly, Santos and Veronesi (2004). The inverse surplus consumption ratio \( G^i \) is a stationary process, reverting to its long-run mean of \( \bar{G} \) at speed \( \varphi \). Furthermore, innovations in \( G^i \) are perfectly negatively correlated with innovations in the consumption growth of agent \( i \). The parameter \( \delta > 0 \) scales the size of the innovation in \( G^i \) vis-à-vis the innovation in consumption growth. The parameter \( l \geq 1 \) is the lower bound of the inverse surplus ratio \( G^i \). Importantly, the sensitivity of the inverse surplus consumption ratio to consumption growth innovations is increasing in \( G^i \), which implies large conditional variability of the surplus consumption ratio in bad states of the world. The local curvature of the utility function is then given by:

\[
-\frac{u_{CC}(C^i_t, H^i_t)}{u_C(C^i_t, H^i_t)} C^i_t = G^i_t.
\]

In a slight abuse of terminology, we will refer to \( G^i \) as the conditional risk aversion of country \( i \) in the remainder of this paper.

**A.2. Financial Markets, Prices and Exchange Rates**

Financial markets are dynamically complete and frictionless, so agents are able to optimally share risk. As a result, there is a unique state-price density for cash flows expressed in units of the global numéraire, denoted by \( \Lambda \). The numéraire state-price density satisfies the law of motion:

\[
\frac{d\Lambda_t}{\Lambda_t} = -r_t dt - \eta_t db_t,
\]
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where $r$ is the real risk-free rate and $\eta$ is the market price of risk. Given financial market completeness, each agent $i$ maximizes her utility subject to the following static budget constraint:

$$E_0 \left[ \int_0^\infty \frac{\Lambda_t}{\Lambda_0} C^i_t P^i_t \, dt \right] \leq E_0 \left[ \int_0^\infty \frac{\Lambda_t}{\Lambda_0} \tilde{X}^i_t Q^i_t \, dt \right].$$

Each country $i$ has a local numéraire, which is the local consumption basket $C^i$. The price of $C^i$ in units of the global numéraire is:

$$P^i_t = \prod_{j=0}^n \left( \frac{Q^j_t}{a^{i-j}} \right)^{a^{i-j}}$$

and is defined as the minimum expenditure required to buy a unit of $C^i$. Given that the global numéraire is the domestic consumption basket (the domestic local numéraire), it holds that $P^i_t = 1$ for all $t$.

Cash flows expressed in units of the local numéraire of country $i$ are priced by $\Lambda^i$, the local state-price density, which has law of motion:

$$\frac{d\Lambda^i_t}{\Lambda^i_t} = -r^i_t \, dt - \eta^i_t \, dB_t,$$

where $r^i$ is the real risk-free rate in units of the local numéraire and $\eta^i$ is the local market price of risk. Since the global numéraire is the domestic local numéraire, it holds that $\Lambda = \Lambda^0$, $r = r^0$ and $\eta = \eta^0$.

Real exchange rates express the relative values of local numéraires. Specifically, the time $t$ real exchange rate $S^i$ (for $i = 1, \ldots, n$) is the price of the domestic consumption basket expressed in units of the consumption basket of foreign country $i$:

$$S^i_t = \frac{P^0_t}{P^i_t} = \frac{1}{P^i_t},$$

(6)
so an increase of $S^i$ denotes real appreciation of the domestic consumption basket. Notably, real exchange rate dynamics reflect cross-country preference heterogeneity:

$$S^i_t = \prod_{j=0}^n \left( \frac{(a^{i,j})_{i,j}}{(a^{0,j})_{0,j}} \right) \prod_{j=0}^n (Q^j_i)^{a^{0,j}-a^{i,j}}.$$ 

Purchasing power parity holds only if the two countries’ preferences are identical ($a^{i,j} = a^{0,j}$ for all goods $j$), so that the two consumption baskets have the same composition. In the case of preference heterogeneity, purchasing power parity is violated and the real exchange rate varies across time.

It can easily be shown that the real exchange rate satisfies:

$$S^i_t = \frac{\Lambda_t}{\Lambda^i_t},$$

so that arbitrage opportunities are precluded in international financial markets. As a result, the dynamics for $S^i$ is:

$$\frac{dS^i_t}{S^i_t} = \left[ (r^i_t - r_t) + \eta^i_t' \left( \eta^i_t - \eta_t \right) \right] dt + (\eta^i_t - \eta_t)' dB_t.$$ 

Real exchange rate volatility arises from the differential exposure of the two local pricing kernels to endowment shocks, encoded in the vector $\eta^i - \eta$. In the presence of heterogeneous exposure to endowment shocks, uncovered interest rate parity does not hold, since there exists a non-zero currency risk premium:

$$E_t \left( \frac{dS^i_t}{S^i_t} \right) = \left[ (r^i_t - r_t) + \eta^i_t' \left( \eta^i_t - \eta_t \right) \right] dt.$$ 

B. Equilibrium

In Appendix A, we show that the competitive equilibrium solution is equivalent to the solution of the planner’s problem:

$$\max_{\{\lambda^i_t\}} \left\{ \int_0^\infty e^{-\rho t} \left( \sum_{i=0}^n \mu^i \log \left( C^i_t - H^i_t \right) \right) dt \right\},$$
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subject to the family of resource constraints:

$$\tilde{X}_t^i = \sum_{j=0}^{n} X_t^{i,j}, \text{ for } j = 0, ..., n,$$

for all $t$, where $\mu^i$, $i = 0, ..., n$ is the welfare weight of country $i$. Without loss of generality, we normalize the welfare weights to sum to one: $\sum_{i=0}^{n} \mu^i = 1$.

C. Local State-Price Densities

In equilibrium, the state-price density of the local numéraire of country $i$ is given by the discounted marginal utility of the local consumption basket, scaled by the welfare weight $\mu^i$:

$$\Lambda^i_t = e^{-\rho t} \mu^i \frac{G^i_t}{C^i_t}. \quad (8)$$

Therefore, the country $i$ risk-free rate is:

$$r^{i,C}_t = \rho + \mu^{i,C}_t + \phi \left( \frac{G^i_t - \bar{G}}{G^i_t} \right) - \left( 1 + \delta \left( \frac{C^i_t - l}{G^i_t} \right) \sigma^{i,C}_t \right) \sigma^{i,C}_t,$$

where $\mu^{i,C}_t$ is the conditional mean of the consumption growth rate of country $i$. The risk-free rate is determined by the interaction of two forces, the desire for marginal utility intertemporal smoothing and the precautionary savings motive. An increase in $G^i_t$ increases current marginal utility, enhancing the agent’s desire to consume more, and save less, now. However, it also increases the desire for precautionary savings. The relative strength of the two effects is determined by the preference parameters $\phi$ and $\delta$: An increase in $\phi$, the speed of mean-reversion of conditional risk aversion, increases the importance of the smoothing motive, as it raises the probability that future marginal utility will be lower, while an increase in $\delta$, the sensitivity of risk aversion changes to consumption shocks, increases the conditional variability of marginal utility and, therefore, the agent’s incentive to accumulate precautionary savings.

The local market price of risk is given by:

$$\eta^i_t = \left( 1 + \delta \left( \frac{G^i_t - l}{G^i_t} \right) \right) \sigma^{i,C}_t,$$
and has two familiar components. The first component is the conditional sensitivity of the price of risk to consumption growth variability and is increasing in conditional risk aversion \( G^i_t \). In the absence of external habit formation, the sensitivity would be constant and equal to one, the relative risk aversion implied by log utility. However, external habit formation induces time variation in conditional risk aversion and, thus, to the sensitivity of the price of risk. The second component, conditional consumption growth volatility, is determined by the degree of optimal international risk sharing, which, in turn, depends on the interaction between preference home bias and external habit formation.

D. Global Risk Factors

It is shown in Appendix A that the global numéraire state-price density is increasing in global conditional risk aversion and decreasing in global consumption expenditure:

\[
\Lambda_t = e^{-\rho_t \frac{G^W_t}{C^W_t}}. \tag{9}
\]

Global conditional risk aversion \( G^W_t \) is defined to be the welfare-weighted average of all countries’ conditional risk aversions,

\[
G^W_t \equiv \sum_{i=0}^{n} \mu^i G^i_t.
\]

Global consumption expenditure is:

\[
C^W_t \equiv \sum_{i=0}^{n} (C^i_t P^i_t) = \sum_{i=0}^{n} (\tilde{X}^i_t Q^i_t).
\]

and, given market clearing, equals the value of the global endowment.

We will focus on the properties of the excess currency return, defined as the return of the foreign money market account in units of the domestic numéraire in excess of the domestic risk-free rate:

\[
dR^i_t = \eta^i_t (\eta_t - \eta^i_t) \, dt + (\eta_t - \eta^i_t)' \, dB_t.
\]
The currency risk premium is determined by the exposure of the currency return to the two global risk factors:

\[ E_t \left( dR_t \right) = -E_t \left( dR_t \frac{d\Lambda_t}{\Lambda_t} \right) = \lambda^C_t \beta^i_{t,C} + \lambda^G_t \beta^i_{t,G}. \]

The price of the exposure to global consumption expenditure innovations is positive, as bad states of the world are associated with low global consumption expenditure, while the price of the exposure to global risk aversion innovations is negative, as bad states entail high global conditional risk aversion:

\[ \lambda^C_t \equiv \text{var}_t \left( \frac{dC^W_t}{C_t^W} \right), \quad \lambda^G_t \equiv -\text{var}_t \left( \frac{dG^W_t}{G_t^W} \right). \]

IV. Calibration and Simulation Results

In this section, we evaluate the ability of our model to match the salient features of the data. Specifically, we first show that our model is able to generate conditional exchange rate correlation that is positively associated with conditional conditional global risk aversion, justifying the use of conditional exchange rate correlation as a risk factor in the empirical part of our paper. We then establish that the main driver of cross-sectional variation in currency risk premia is differential exposure to the correlation risk factor and show that, given procyclical real interest rates, differences in exposure can generate a carry trade effect.

A. Calibration and Model Moments

We simulate a global economy of 22 countries, the domestic one and 21 foreign ones, at the monthly frequency. The log endowment growth processes are specified to be symmetric and have constant first and second moments:

\[ d \log \tilde{X}_t^j = \mu dt + \sigma^j dB_t, \quad j = 0, 1, \ldots, 21, \]
where $\sigma^j$ is a $22 \times 1$ vector such that $\sigma^j[j, 1] = \sigma$ and $\sigma^j[j', 1] = \sigma \tilde{\rho}$ for all $j' \neq j$. Regarding preferences, we specify the preference matrix $A$ so that the domestic country (US) is more home-biased and larger than the foreign countries consistently with the data; all foreign countries are symmetric. Specifically, we set

$$
A = \begin{bmatrix}
0.8700 & 0.0062 & \ldots & 0.0062 \\
0.0506 & 0.6000 & \ldots & 0.0175 \\
\ldots & \ldots & \ldots & \ldots \\
0.0506 & 0.0175 & 0.0175 & 0.6000
\end{bmatrix}
$$

so the domestic and foreign country home bias is 0.87 and 0.6, respectively, and the domestic country has an equilibrium welfare weight $\mu^0 = 0.28$. The other calibration parameters are reported in Table 7. Notably, we set the parameter of conditional risk aversion mean-reversion, $\varphi$, equal to 0.03, so conditional risk aversion is very persistent and, thus, the inter-temporal smoothing component of the risk-free rate is weak. On the other hand, we set $\delta$, the sensitivity parameter of conditional risk aversion to consumption growth shocks to 120, implying a strong precautionary savings motive.

[Insert Table 7 approximately here.]

B. The Impact of Endowment Shocks

C. The Effect of Global Risk Aversion

Importantly, the calibrated parameters generate conditional real exchange rate correlation that is increasing in global risk aversion. Figure 4 shows the dependence of several moments of interest on global risk aversion, assuming country risk aversions are identical ($G^i_t = G^W_t$ for all $i$); the horizontal axis measures the value of $G^i_t$, ranging from 20 to 50.

\[\text{[Insert Table 7 approximately here.]}\]

\[\text{[Insert Table 7 approximately here.]}\]
while the vertical axis measures different moments. Eliminating all cross-sectional heterogeneity in conditional risk aversion allows us to abstract from cross-country insurance effects and focus exclusively on the forces that shape optimal international risk sharing. Given that all countries have access to complete financial markets, countries are able to achieve the optimal level of international risk sharing. However, given preference home bias, optimal risk sharing is not identical to perfect consumption pooling: there is a tension between the desire to share risk, which would imply perfect consumption pooling under preference homogeneity, and preference home bias, which induces consumption home bias.

[Insert Figure 4 approximately here.]

Panels A and C of Figure 4 present the conditional variance of consumption growth rates and SDFs; we report the variance for the domestic country and for any of the foreign countries. Increased global risk aversion generates two opposing effects on conditional SDF volatility $\eta^i$: increased international risk sharing decreases the conditional variance of consumption growth rates (Panel A), which tends to reduce $\eta^i$ but the reduction in consumption risk is not enough to balance the increase in the sensitivity component of the SDF, so conditional SDF variance increases (Panel C). Panels B and D present the conditional correlation of consumption growth rates and SDFs across countries; we report the correlation between the domestic country and any of the foreign countries, as well as between any two foreign countries. As global risk aversion increases, the desire to share risk becomes stronger: as a result, cross-country consumption growth (Panel B) and SDF correlations (Panel D) increase, sharply initially, more slowly afterwards.

Panels E, F, G and H present the second moments of real exchange rates and their determinants. The amount of non-shared risk between the domestic country and foreign country $i$ can be decomposed into the amount of aggregate risk and the proportion of the aggregate risk that is not shared. The amount of aggregate risk of the domestic country and foreign country $i$ is defined as:

$$ RP_{t}^{i,0} \equiv \var_t \left( \frac{d\Lambda_t^i}{\Lambda_t^i} \right) + \var_t \left( \frac{d\Lambda_t^0}{\Lambda_t^0} \right) = \eta_t^i \eta_t^i + \eta_t^0 \eta_t^0 $$
The proportion of aggregate risk that is shared is given by the Brandt, Cochrane and Santa-Clara (2006) international risk sharing index:

\[ RS^{i,0}_t = 1 - \frac{(\sigma^i_t)^2}{\text{var}_t \left( \frac{\partial \Lambda^i}{\partial \xi^i} \right)} = 1 - \frac{(\eta^i_t - \eta^0_t)'}{(\eta^i_t - \eta^0_t)'} \frac{(\eta^i_t - \eta^0_t)}{\eta^i_t' \eta^0_t' + \eta^i_t' \eta^0_t} \]

The index ranges between 0, in which case there is no risk sharing between the two countries, and 1, in which case risk sharing between the two countries is perfect. Thus, conditional exchange rate volatility is the product of the proportion of aggregate risk not shared times the amount of aggregate risk:

\[ (\sigma^i_t)^2 = (1 - RS^{i,0}_t)RP^{i,0}_t \]

As global risk aversion increases, the decrease in consumption risk is not enough to offset the effect of the increase of global risk aversion, so the pricing component of the non-shared risk between the domestic and the foreign country increases (Panel G). On the other hand, increased international risk sharing decreases the risk sharing component (Panel H). The risk pricing component is the dominant one, leading to an increase of the conditional variance of exchange rates (Panel E).

Similarly, conditional exchange rate covariance can be written as:

\[ \gamma^{i,j}_t = \frac{1}{2} (1 - RS^{i,0}_t)RP^{i,0}_t + \frac{1}{2} (1 - RS^{j,0}_t)RP^{j,0}_t - \frac{1}{2} (1 - RS^{i,j}_t)RP^{i,j}_t \]

so it depends on all bilateral risk pricing \((RP^{i,0}, RP^{j,0}, RP^{i,j})\) and risk sharing \((RS^{i,0}, RS^{j,0}, RS^{i,j})\) terms.

As before, the risk pricing term of the non-shared risk between any two foreign countries \((RP^{i,j})\) is increasing in global risk aversion (Panel G) and dominates the decreasing risk sharing term (Panel H), so the conditional exchange rate covariance \(\gamma^{1,2}\) is also increasing in global risk aversion (Panel E). Importantly, the US is calibrated as a relatively large and home-biased country, two characteristics that have opposing effects on the dependence of conditional real exchange rate correlation on global risk aversion:
the former (latter) tends to generate conditional real exchange rate correlation which is decreasing (increasing) in global risk aversion. In our calibration, the relative home-bias effect dominates and conditional exchange rate correlation is increasing in global risk aversion.

D. Sorting on Conditional Global Risk Aversion Betas

As discussed previously, risk premia compensate investors for exposure to two priced global risk factors, the global consumption expenditure factor and the global risk aversion factor. In our calibration, the price of the latter risk factor is an order of magnitude higher than the price of the former one. This result is typical in models that rely on the variability of the surplus consumption ratio in order to generate substantial volatility in the SDF, given smooth consumption growth. As a result, the cross-section of currency returns largely mirrors the cross-section of global risk aversion betas.

Table 8 illustrates that point: we do a monthly sort of the 21 foreign currencies into 4 portfolios according to their conditional global risk aversion beta, with Portfolio 1 containing the currencies in the lowest $\beta^{i,G}$ quartile and Portfolio 4 containing the currencies in the highest $\beta^{i,G}$ quartile. As expected, there is a monotonic negative relationship between global risk aversion betas and average currency portfolio returns: the riskiest portfolio, Portfolio 1, which has the lowest risk aversion beta and, thus, the highest adverse exposure to the global risk aversion factor outperforms Portfolio 4, which provides the best hedge against global risk aversion, by about 10% in annual terms.

[Insert Table 8 approximately here.]

E. Sorting on Forward Discounts

Finally, we explore the ability of our model to address the forward premium puzzle, as illustrated in Table 1. Table 9 reports the summary statistics on portfolios sorted on interest rate differentials (forward discounts): Portfolio 1 contains currencies ranked in the bottom forward discount quantile (low interest rate currencies), while Portfolio
contains the high interest rate currencies. Since the cross-section of currency risk premiums is largely determined by the cross-section of global risk aversion betas, Table 9 implies that high (low) interest rate currencies have low (high) global risk aversion betas, i.e. that they depreciate (appreciate) in bad states of the world, when global risk aversion is high.

[Insert Table 9 approximately here.]

To understand the connection between global risk aversion betas and risk-free rates, we can abstract from the second-order consumption growth terms and write the global risk aversion beta of currency return \( i \) as:

\[
\beta_{i,G}^t = \frac{\text{cov}_t \left( dR_i, \frac{dG^W_i}{G^i_t} \right)}{\text{var}_t \left( \frac{dG^W_i}{G^i_t} \right)} \approx \frac{\text{cov}_t \left( \frac{dG_i}{G^i_t}, \frac{dG^W_i}{G^i_t} \right)}{\text{var}_t \left( \frac{dG^W_i}{G^i_t} \right)} = \rho_t \left( \frac{dG_i^i}{G^i_t}, \frac{dG^W_i}{G^W_t} \right) \frac{\sigma_t \left( \frac{dG_i}{G^i_t} \right)}{\sigma_t \left( \frac{dG^W_i}{G^W_t} \right)} - 1
\]

If international risk sharing is sufficiently high in equilibrium, Stathopoulos (2011) shows that the growth rate of conditional risk aversion is very correlated across countries, so the correlation term above is close to 1 and we can write

\[
\beta_{i,G}^t \approx \frac{\sigma_t \left( \frac{dG_i^i}{G^i_t} \right)}{\sigma_t \left( \frac{dG^W_i}{G^W_t} \right)} - 1
\]

Since the conditional volatility of the growth rate of conditional risk aversion is increasing in the level of conditional risk aversion, the expression above suggests that the currencies of countries with high conditional risk aversion compared to the rest of the world will tend to have a positive \( \beta_{i,G}^t \) and, thus, provide a hedge against increases in global risk aversion, while the currencies of countries with low relative conditional risk aversion will tend to be very exposed to adverse fluctuations of global risk aversion (negative \( \beta_{i,G}^t \)) and, thus, will command high risk premia.

After establishing a positive relationship between the cross-section of global risk aversion betas and the cross-section of conditional risk aversion levels, we need to establish a negative relationship between the level of conditional risk aversion and the level of the
risk-free rate in each country. As Verdelhan (2010) shows, such a negative relationship arises if the precautionary savings motive dominates the intertemporal smoothing motive and, as a result, real interest rates are procyclical. In short, if real interest rates are procyclical, low interest rate currencies provide a conditional hedge against increases of global risk aversion, whereas high interest rate currencies are conditionally riskier. As mentioned in a previous section, the cyclical behavior of the real interest rate depends on the relative strength of the intertemporal smoothing motive vis-a-vis the precautionary savings motive and, thus, largely on the values of the preference parameters $\phi$ and $\delta$.

Our calibration parameters imply a dominant precautionary savings motive. As a result, the high interest rate currency portfolio (Portfolio 4) contains the currencies of low conditional risk aversion countries and, thus, is very exposed to global risk aversion risk, while the low interest rate portfolio (Portfolio 1) contains the currencies of high risk aversion countries and thus, provides a good hedge against increases in global risk aversion and has a negative average return.

Ang, Bekaert, and Wei (2008) and Ang and Ulrich (2012) provide both theoretical and empirical support for procyclical real interest rates in the U.S.
V. Conclusion

We show that FX correlation risk is priced in the time-series and cross-section of currency returns. We first study correlation risk premia constructed from the difference of risk-neutral and physical correlation measures. The reported correlation risk premia are large: The annualized correlation risk premia is 15% on average across different currency pairs. To study the pricing in the cross-section, we then construct an FX correlation risk factor from these implied correlations and show that its price is negative and economically significant (-1% per year). Sorting currencies into portfolios on the basis of their exposure to this FX correlation factor, we find that a strategy which is long low FX correlation beta currencies and short high FX correlation beta currencies yields attractive returns and Sharpe ratios. Furthermore, we address the forward premium puzzle by showing that high interest rate currencies are highly exposed to FX correlation risk, whereas low interest rate currencies provide a hedge against adverse FX correlation innovations.

Motivated by our empirical findings, we propose a general equilibrium model that links the conditional moments of real exchange rates with global conditional risk aversion. The success of our model hinges on two key ingredients: Time-varying risk aversion and home bias. In our calibration, hedging against increases in conditional exchange rate second moments proxies for hedging against increases in global risk aversion. We also show that risk aversion is linked to FX correlation, in particular, we find that in the presence of home bias, there is a strictly positive relationship between risk aversion and conditional correlation. Moreover, if interest rates are pro-cyclical, high interest rate currencies command high risk premia due to their high exposure to the global risk aversion factor, justifying the empirically observed violations from uncovered interest rate parity.
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Appendix A Proofs

Equilibrium Prices and Quantities:

Under the assumption of market completeness, there is a unique global numéraire
state-price density, $\Lambda$, which satisfies the SDE

$$\frac{d\Lambda_t}{\Lambda_t} = -r_t dt - \eta'_t dB_t$$

where $r$ is the global numéraire risk-free rate and $\eta$ is the market price of risk process.

Using $\Lambda$, the intertemporal budget constraint of agent $i$ can be written in static form as follows:

$$E_0 \left[ \int_0^\infty \frac{\Lambda_t}{\Lambda_0} C_t^i P_t^i dt \right] \leq E_0 \left[ \int_0^\infty \frac{\Lambda_t}{\Lambda_0} \tilde{X}_t^i Q_t^i dt \right]$$

or

$$E_0 \left[ \int_0^\infty \frac{\Lambda_t}{\Lambda_0} \left( \sum_{j=0}^{n+1} X_t^{i,j} Q_t^j \right) dt \right] \leq E_0 \left[ \int_0^\infty \frac{\Lambda_t}{\Lambda_0} \tilde{X}_t^i Q_t^i dt \right]$$

After replacing each agent’s intertemporal dynamic budget constraint with her static budget
cost, we can solve for the competitive equilibrium. The first order conditions (FOCs) of
agent $i$ are:

$$e^{-\rho t} a_i G_t^i = \frac{1}{\mu_i} \Lambda_t Q_t^j, \text{ for all } j$$

where $\frac{1}{\mu_i}$ is the Lagrange multiplier associated with the budget constraint of agent $i$ holding
with equality. Combining the FOCs with the market clearing conditions:

$$\sum_{k=0}^n X_t^{i,j} = \tilde{X}_t^j, \text{ for all } j$$

we get the equilibrium consumption allocation:

$$X_t^{i,j} = \frac{a_i^j \mu_i G_t^i}{\sum_{k=0}^n a^{k,j} \mu_k G_t^k} \tilde{X}_t^j$$

To calculate the Lagrange multipliers $\frac{1}{\mu_i}$, we substitute equilibrium quantities and prices in
the static budget constraint of agent $i$ (holding with equality). After some algebra, we get:

$$\mu_i (\varphi \tilde{G} + \rho G_0^i) = \sum_{k=0}^n a^{k,i} \mu_k (\varphi \tilde{G} + \rho G_0^k)$$

This system of equations has solutions of the form

$$\frac{\mu_i}{\mu_0} = b_i \frac{\varphi \tilde{G} + \rho G_0^0}{\varphi \tilde{G} + \rho G_0^i}$$
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where the vector \( \mathbf{b} = [b^1, b^2, ..., b^n]' \) is the unique solution of

\[
\mathbf{b} = \begin{bmatrix}
a^{0,1} & a^{1,1} & ... & a^{n,1} \\
a^{0,2} & a^{1,2} & ... & a^{n,2} \\
... & ... & ... & ... \\
a^{0,n} & a^{1,n} & ... & a^{n,n}
\end{bmatrix} \begin{bmatrix}
1 \\
b
\end{bmatrix}
\]

The budget constraint determines only the ratios \( \frac{\mu^i}{\mu^0} \). To pin down the values for the Lagrange multipliers, we impose the normalization \( \sum_{i=0}^{n} \mu^i = 1 \).

It can easily be shown that, if the planner takes the law of motion for each agent’s inverse surplus consumption ratio as exogenous, the planner’s problem solution is equivalent to the competitive equilibrium solution if each country’s welfare weight is set equal to \( \mu^i \).

**Equilibrium consumption processes:**

Since equilibrium consumption \( C = [C^0, ..., C^n]' \) is a function of the vector of conditional risk aversion \( G = [G^0, ..., G^n]' \), we need to solve for the fixed point that satisfies both the equilibrium consumption allocations and the law of motion for \( G \). By the definition of the consumption baskets, we have:

\[
C^i \equiv \left( \prod_{j=0}^{n} (X^i,j)^{a^{i,j}} \right), \text{ for all } i
\]

so, applying Itô’s lemma and equating the diffusion terms, we get, after some algebra:

\[
\sigma_t^C = (\Psi_t^{-1} A) \sigma_t^X
\]

where \( \sigma_t^C \) is the \((n+1) \times m\) consumption volatility matrix

\[
\sigma_t^C = \begin{bmatrix}
\sigma_t^{0,C} \\
\vdots \\
\sigma_t^{n,C}
\end{bmatrix}
\]

\( \sigma_t^X \) is the \((n+1) \times m\) endowment volatility matrix

\[
\sigma_t^X = \begin{bmatrix}
\sigma_t^{0,X} \\
\vdots \\
\sigma_t^{n,X}
\end{bmatrix}
\]

and, finally, \( \Psi \) is the \((n+1) \times (n+1)\) matrix defined as

\[
\Psi_t = [\psi_{i,j}] = \psi_t^{i-1,j-1}
\]

where

\[
\psi_t^{i,i} \equiv 1 + \left( 1 - \sum_{j=0}^{n} \frac{a^{i,j} \mu^i G^i_t}{\sum_{k=0}^{n} a^{k,j} \mu^k G^k_t} \right) \delta \left( \frac{G^i_t - l}{G^i_t} \right)
\]

and

\[
\psi_t^{i,i'} \equiv - \left( \sum_{j=0}^{n} \frac{a^{i,j} \mu^i G^i_t}{\sum_{k=0}^{n} a^{k,j} \mu^k G^k_t} \right) \delta \left( \frac{G^{i'}_t - l}{G^{i'}_t} \right), \ i \neq i'
\]
Equilibrium consumption processes: Note that (6), (7) and (8) imply that:

\[ \Lambda_t = e^{-\rho t} \mu^i \frac{G_t^i}{C_t^i P_t^i} \]

Rearranging as:

\[ \Lambda_t (C_t^i P_t^i) = e^{-\rho t} (\mu^i G_t^i) \]

and summing over all countries, we get:

\[ \Lambda_t \sum_{i=0}^{n} (C_t^i P_t^i) = e^{-\rho t} \sum_{i=0}^{n} (\mu^i G_t^i) . \]

Expression (9) follows from the definition of global risk aversion and global consumption expenditure.
### Table 1
Summary Statistics Carry Trade Portfolios

This table reports summary statistics for portfolios sorted on time $t - 1$ forward discounts. We also report annualized Sharpe Ratios (SR) and the first order autocorrelation coefficient (AC(1)). Portfolio 1 contains 25% of all the currencies with the lowest forward discounts whereas Portfolio 4 contains currencies with the highest forward discounts. All returns are excess returns in USD. DOL denotes the average return of the four currency portfolios, HmL denotes a long-short portfolio that is short in Pf1 and long in Pf4. Data is sampled monthly and runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>DOL</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.004</td>
<td>0.027</td>
<td>0.048</td>
<td>0.088</td>
<td>0.040</td>
<td>0.092</td>
</tr>
<tr>
<td>StDev</td>
<td>0.068</td>
<td>0.081</td>
<td>0.080</td>
<td>0.097</td>
<td>0.073</td>
<td>0.078</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.108</td>
<td>-0.208</td>
<td>-0.120</td>
<td>-1.445</td>
<td>-0.435</td>
<td>-1.070</td>
</tr>
<tr>
<td>SR</td>
<td>-0.065</td>
<td>0.334</td>
<td>0.596</td>
<td>0.908</td>
<td>0.540</td>
<td>1.189</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.10</td>
<td>0.07</td>
<td>0.18</td>
<td>0.28</td>
<td>0.19</td>
<td>0.29</td>
</tr>
</tbody>
</table>
Table 2
Summary Statistics Volatilities

This table reports summary statistics for implied and realized volatilities (i.e. the square root of variance, Panels A and B) and the variance risk premium, which is defined as the difference between the implied and realized variance (Panel C). Implied variances are calculated from daily option prices on the underlying exchange rates. Realized variances are calculated from five minute tick data on the underlying spot exchange rates. All numbers are annualized. Data runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th></th>
<th>EUR</th>
<th>JPY</th>
<th>GBP</th>
<th>CHF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Implied Volatility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.110</td>
<td>0.117</td>
<td>0.097</td>
<td>0.112</td>
</tr>
<tr>
<td>Max</td>
<td>0.294</td>
<td>0.321</td>
<td>0.298</td>
<td>0.246</td>
</tr>
<tr>
<td>Min</td>
<td>0.049</td>
<td>0.065</td>
<td>0.050</td>
<td>0.057</td>
</tr>
<tr>
<td>StDev</td>
<td>0.035</td>
<td>0.036</td>
<td>0.036</td>
<td>0.027</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.943</td>
<td>2.052</td>
<td>2.808</td>
<td>1.659</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.85</td>
<td>0.76</td>
<td>0.87</td>
<td>0.81</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>EUR</th>
<th>JPY</th>
<th>GBP</th>
<th>CHF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel B: Realized Volatility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.110</td>
<td>0.116</td>
<td>0.097</td>
<td>0.115</td>
</tr>
<tr>
<td>Max</td>
<td>0.319</td>
<td>0.349</td>
<td>0.347</td>
<td>0.251</td>
</tr>
<tr>
<td>Min</td>
<td>0.049</td>
<td>0.042</td>
<td>0.050</td>
<td>0.054</td>
</tr>
<tr>
<td>StDev</td>
<td>0.039</td>
<td>0.044</td>
<td>0.038</td>
<td>0.032</td>
</tr>
<tr>
<td>Skewness</td>
<td>2.140</td>
<td>2.009</td>
<td>3.163</td>
<td>1.088</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>10.986</td>
<td>8.987</td>
<td>17.525</td>
<td>5.138</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.49</td>
<td>0.39</td>
<td>0.69</td>
<td>0.51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>EUR</th>
<th>JPY</th>
<th>GBP</th>
<th>CHF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel C: Variance Risk Premium</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.000</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.002</td>
</tr>
<tr>
<td>Max</td>
<td>0.030</td>
<td>0.037</td>
<td>0.024</td>
<td>0.024</td>
</tr>
<tr>
<td>Min</td>
<td>-0.077</td>
<td>-0.045</td>
<td>-0.057</td>
<td>-0.056</td>
</tr>
<tr>
<td>StDev</td>
<td>0.009</td>
<td>0.009</td>
<td>0.007</td>
<td>0.008</td>
</tr>
<tr>
<td>Skewness</td>
<td>-3.923</td>
<td>-0.912</td>
<td>-3.732</td>
<td>-2.606</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>36.740</td>
<td>9.248</td>
<td>29.635</td>
<td>16.905</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.19</td>
<td>0.16</td>
<td>0.08</td>
<td>0.30</td>
</tr>
</tbody>
</table>
This table reports summary statistics for implied and realized correlations (Panels A and B) and the correlation risk premium, which is the difference between the implied and realized correlation (Panel C). Implied correlations are calculated from daily option prices on the underlying exchange rates. Realized correlations are calculated from five minute tick data on the underlying spot exchange rates. Data is annualized and runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th>EURJPY</th>
<th>EURGBP</th>
<th>EURCHF</th>
<th>JPYGBP</th>
<th>JPYCHF</th>
<th>GBPCHF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Implied Correlation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.396</td>
<td>0.690</td>
<td>0.895</td>
<td>0.303</td>
<td>0.472</td>
</tr>
<tr>
<td>Max</td>
<td>0.689</td>
<td>0.863</td>
<td>0.986</td>
<td>0.661</td>
<td>0.811</td>
</tr>
<tr>
<td>Min</td>
<td>-0.241</td>
<td>0.370</td>
<td>0.541</td>
<td>-0.406</td>
<td>-0.016</td>
</tr>
<tr>
<td>StDev</td>
<td>0.191</td>
<td>0.102</td>
<td>0.086</td>
<td>0.216</td>
<td>0.175</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.667</td>
<td>-0.632</td>
<td>-2.593</td>
<td>-0.562</td>
<td>-0.683</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.957</td>
<td>2.978</td>
<td>10.435</td>
<td>3.218</td>
<td>3.051</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.74</td>
<td>0.78</td>
<td>0.81</td>
<td>0.81</td>
<td>0.70</td>
</tr>
</tbody>
</table>

| **Panel B: Realized Correlation** |
| Mean   | 0.294  | 0.552  | 0.728  | 0.194  | 0.308  | 0.473  |
| Max    | 0.640  | 0.780  | 0.928  | 0.580  | 0.716  | 0.761  |
| Min    | -0.375 | 0.165  | 0.300  | -0.355 | -0.249 | 0.110  |
| StDev  | 0.228  | 0.127  | 0.126  | 0.201  | 0.196  | 0.135  |
| Skewness | -0.584 | -0.684 | -0.680 | -0.342 | -0.260 | -0.113 |
| Kurtosis | 2.931  | 2.978  | 3.013  | 2.771  | 2.394  | 2.296  |
| AC(1)  | 0.82   | 0.88   | 0.79   | 0.82   | 0.85   | 0.84   |

| **Panel C: Correlation Risk Premium** |
| Mean   | 0.103  | 0.139  | 0.168  | 0.109  | 0.164  | 0.169  |
| Max    | 0.620  | 0.443  | 0.537  | 0.519  | 0.523  | 0.491  |
| Min    | -0.221 | -0.165 | -0.049 | -0.345 | -0.078 | -0.160 |
| StDev  | 0.136  | 0.117  | 0.127  | 0.141  | 0.125  | 0.136  |
| Skewness | 0.681  | 0.258  | 0.809  | -0.364 | 0.421  | -0.137 |
| Kurtosis | 4.212  | 3.079  | 3.029  | 4.118  | 2.829  | 2.574  |
| AC(1)  | 0.25   | 0.72   | 0.77   | 0.27   | 0.36   | 0.68   |
Table 4
Portfolios Sorted on Betas with Correlation Risk

This table reports summary statistics for portfolios sorted on correlation risk betas, i.e. currencies are sorted according to their betas in a rolling time-series regression of individual currencies’ daily excess returns on daily innovations in the correlation risk. Correlation risk is defined as the residual from an AR(1) process of implied correlation. Portfolio 1 contains currencies with the lowest betas whereas portfolio 4 contains currencies with the highest betas. LmH is long Portfolio 1 and short Portfolio 4. The mean, standard deviation, and Sharpe Ratios are annualized, the rest is per month. We also report pre-formation betas, Pre $\beta$ and pre-formation forward discounts for each portfolio (in % per year). Pre-formation discounts are calculated at the end of each month prior to portfolio formation. Data runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>LmH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.079</td>
<td>0.056</td>
<td>0.052</td>
<td>0.047</td>
<td>0.032</td>
</tr>
<tr>
<td>StDev</td>
<td>0.117</td>
<td>0.080</td>
<td>0.088</td>
<td>0.083</td>
<td>0.087</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.764</td>
<td>-1.377</td>
<td>-0.070</td>
<td>0.005</td>
<td>-0.264</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.530</td>
<td>8.173</td>
<td>2.918</td>
<td>3.327</td>
<td>3.564</td>
</tr>
<tr>
<td>SR</td>
<td>0.670</td>
<td>0.695</td>
<td>0.600</td>
<td>0.563</td>
<td>0.369</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.11</td>
<td>0.19</td>
<td>0.14</td>
<td>0.11</td>
<td>-0.01</td>
</tr>
<tr>
<td>Pre $\beta$</td>
<td>-23.07</td>
<td>-0.20</td>
<td>12.68</td>
<td>25.36</td>
<td></td>
</tr>
<tr>
<td>Pre $f - s$</td>
<td>0.34</td>
<td>0.29</td>
<td>0.26</td>
<td>0.14</td>
<td></td>
</tr>
</tbody>
</table>

Panel A: All Countries

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>LmH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.107</td>
<td>0.071</td>
<td>0.056</td>
<td>0.053</td>
<td>0.054</td>
</tr>
<tr>
<td>StDev</td>
<td>0.136</td>
<td>0.111</td>
<td>0.102</td>
<td>0.086</td>
<td>0.100</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.586</td>
<td>-0.488</td>
<td>-0.298</td>
<td>0.064</td>
<td>-0.059</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>4.064</td>
<td>5.014</td>
<td>4.180</td>
<td>2.599</td>
<td>3.913</td>
</tr>
<tr>
<td>SR</td>
<td>0.790</td>
<td>0.639</td>
<td>0.544</td>
<td>0.612</td>
<td>0.543</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.22</td>
<td>0.08</td>
<td>0.17</td>
<td>0.05</td>
<td>0.17</td>
</tr>
<tr>
<td>Pre $\beta$</td>
<td>-21.90</td>
<td>5.77</td>
<td>15.01</td>
<td>26.94</td>
<td></td>
</tr>
<tr>
<td>Pre $f - s$</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>
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Table 5
Estimating the Price of Correlation Risk

Test assets are the four carry trade portfolios based on either all countries or developed countries only. FIC is the mimicking factor for global correlation innovations, DOL the average carry trade portfolio as in Lustig, Roussanov, and Verdelhan (2011). In Panel A, we report factor betas. Panel B reports the Fama and MacBeth (1973) factor prices on the carry return portfolios. Newey-West standard errors are reported in parentheses. Data runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th>Pf</th>
<th>α</th>
<th>DOL</th>
<th>FIC</th>
<th>R²</th>
<th>α</th>
<th>DOL</th>
<th>FIC</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.01</td>
<td>0.94</td>
<td>0.60</td>
<td>0.93</td>
<td>-0.01</td>
<td>0.73</td>
<td>0.02</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td></td>
<td>(0.00)</td>
<td>(0.09)</td>
<td>(0.01)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.01</td>
<td>1.08</td>
<td>-0.07</td>
<td>0.88</td>
<td>-0.01</td>
<td>1.00</td>
<td>0.00</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td></td>
<td>(0.00)</td>
<td>(0.05)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>1.03</td>
<td>-0.14</td>
<td>0.86</td>
<td>0.01</td>
<td>1.07</td>
<td>-0.01</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td></td>
<td>(0.00)</td>
<td>(0.07)</td>
<td>(0.00)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.94</td>
<td>-0.39</td>
<td>0.97</td>
<td>0.01</td>
<td>1.18</td>
<td>-0.02</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td></td>
<td>(0.00)</td>
<td>(0.06)</td>
<td>(0.01)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOL</th>
<th>FIC</th>
<th>R²</th>
<th>DOL</th>
<th>FIC</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>-0.08</td>
<td>0.87</td>
<td>0.01</td>
<td>-0.07</td>
<td>0.95</td>
</tr>
<tr>
<td>(0.01)</td>
<td>(0.01)</td>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td></td>
</tr>
</tbody>
</table>
Table 6
Double Sorts and Fama and MacBeth Controlling for Volatility

Panel A reports the results of double sorts of currencies. We independently sort currencies into halves based on their exposure to volatility and correlation and then form portfolios on the intersection. For each of the four portfolios formed, we report the average return (annualized). Test assets are the four volatility sorted portfolios based on all countries. \( \tilde{FIC} (\tilde{FIV}) \) is the mimicking factor for global correlation (volatility) innovations. In Panel B, we report factor betas. Panel C reports the Fama and MacBeth (1973) monthly factor prices on the carry return portfolios. Newey-West standard errors are reported in parentheses. Data runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th>Panel A: Double Sort</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Low Corr</td>
</tr>
<tr>
<td>low Vol</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>high Vol</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>LmH</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Factor Betas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Pf</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Factor Prices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>( \tilde{FIC} )</td>
</tr>
<tr>
<td>0.11</td>
</tr>
<tr>
<td>(0.00)</td>
</tr>
</tbody>
</table>
Table 7
Choice of Parameter Values and Benchmark Values of State Variables

This table lists the parameter values used for all figures in the paper. All parameters are annualized. If not mentioned otherwise, we study a symmetric economy, where parameters for foreign countries are assumed to be the same.

<table>
<thead>
<tr>
<th>Parameters for Endowment</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Endowment expected growth rate</td>
<td>$\mu$</td>
<td>0.03</td>
</tr>
<tr>
<td>Endowment volatility parameter</td>
<td>$\sigma$</td>
<td>0.04</td>
</tr>
<tr>
<td>Endowment correlation parameter</td>
<td>$\tilde{\rho}$</td>
<td>0.10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Preference Parameters</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective rate of time preference</td>
<td>$\rho$</td>
<td>0.04</td>
</tr>
<tr>
<td>Speed of $G$ mean reversion</td>
<td>$\varphi$</td>
<td>0.03</td>
</tr>
<tr>
<td>$G$ sensitivity to consumption growth shocks</td>
<td>$\delta$</td>
<td>120</td>
</tr>
<tr>
<td>Lower bound of $G$</td>
<td>$l$</td>
<td>20</td>
</tr>
<tr>
<td>Steady-state value of $G$</td>
<td>$\bar{G}$</td>
<td>34</td>
</tr>
</tbody>
</table>
Table 8
Summary Statistics Simulated Conditional Risk Aversion Sorted

This table reports summary statistics for portfolios sorted on global risk aversion betas using 500 simulations of 144 months for 22 countries (21 foreign and one domestic). We also report annualized Sharpe Ratios (SR) and the first order autocorrelation coefficient (AC(1)). Portfolio 1 contains 25% of all the currencies with the lowest global risk aversion beta whereas Portfolio 4 contains currencies with the highest global risk aversion beta. HmL denotes a long-short strategy that is long in Pf1 and short in Pf4.

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>HmL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.058</td>
<td>0.009</td>
<td>-0.022</td>
<td>-0.043</td>
<td>0.101</td>
</tr>
<tr>
<td>StDev</td>
<td>0.036</td>
<td>0.032</td>
<td>0.035</td>
<td>0.036</td>
<td>0.023</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.657</td>
<td>-0.106</td>
<td>-0.225</td>
<td>-0.162</td>
<td>-0.487</td>
</tr>
<tr>
<td>SR</td>
<td>1.676</td>
<td>0.291</td>
<td>-0.661</td>
<td>-1.255</td>
<td>4.383</td>
</tr>
<tr>
<td>AC(1)</td>
<td>-0.02</td>
<td>-0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.10</td>
</tr>
</tbody>
</table>
This table reports summary statistics for simulated portfolios sorted on time $t-1$ forward discounts. We also report annualized Sharpe Ratios (SR) and the first order autocorrelation coefficient (AC(1)). Portfolio 1 contains 25% of all the currencies with the lowest forward discounts whereas Portfolio 4 contains currencies with the highest forward discounts. All returns are excess returns in USD. DOL denotes the average return of the four currency portfolios, HmL denotes a long-short strategy that is long in Pf1 and short in Pf4.

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>DOL</th>
<th>HmL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>-0.010</td>
<td>-0.001</td>
<td>0.010</td>
<td>0.024</td>
<td>0.003</td>
<td>0.034</td>
</tr>
<tr>
<td>StDev</td>
<td>0.061</td>
<td>0.056</td>
<td>0.057</td>
<td>0.061</td>
<td>0.056</td>
<td>0.030</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.304</td>
<td>0.051</td>
<td>-0.009</td>
<td>-0.051</td>
<td>-0.010</td>
<td>-0.024</td>
</tr>
<tr>
<td>SR</td>
<td>-0.165</td>
<td>-0.164</td>
<td>0.204</td>
<td>0.426</td>
<td>0.083</td>
<td>1.141</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.42</td>
</tr>
</tbody>
</table>
Figure 1. Implied and Realized Volatility and Variance Risk Premium

This figure plots the monthly time series of realized and implied volatility (left axis) and variance risk premia (right axis) for four currency pairs. Realized and implied volatility are calculated from five minute tick data and daily option prices. All currencies are with respect to the USD. Gray shaded areas are recessions as defined by the NBER. Data runs from January 1999 to December 2010.
Figure 2. Implied and Realized Correlation and Correlation Risk Premium

This figure plots the monthly time series of realized and implied correlation (left axis) and correlation risk premium (right axis) for six currency pairs. Realized and implied correlation are calculated from five minute tick data and daily option prices. All currencies are with respect to the USD. Gray shaded areas are recessions as defined by the NBER. Data runs from January 1999 to December 2010.
Figure 3. Global Volatility and Correlation Risk

This figure plots the global volatility and correlation risk factor defined as an equal weighted average of individual implied volatility and correlation measures. Implied volatilities and correlations are calculated using daily options on different currency pairs. Gray shaded areas are recessions as defined by the NBER. Data is monthly and runs from January 1999 to December 2010.
Figure 4. Conditional Global Risk Aversion on Conditional Moments

Plots of conditional second moments of consumption growth (Panels A and B), SDF (Panels C and D) and the real exchange rate (Panels E and F). Panels G and H plot the risk pricing (RP) and risk sharing (1-RS) components of real exchange rate conditional variance, as defined in the main text. The horizontal axis measures global conditional risk aversion, assuming conditional risk aversion is equal in all countries, while the vertical axis measures the moment of interest. The global economy comprises 22 countries, the domestic country and 21 foreign countries. The calibrated values for the parameters of the model are given in Table 7.
Online Appendix to “International Correlation Risk”

High Frequency Data

The exchange rate series consist of the last available mid-quote in each five-minute interval, resulting in 288 observations a day, as trading on the FX markets takes places 24h a day due to the fact that market opening hours rotate around the globe, from Asia to Europe to America to Asia and so on. Our choice of these specific series has the following reasons:

1. Equally spaced intervals of five minutes: constructing an artificial time series of equally spaced observations, called ”sampling in calendar time”, is the only time scale lending itself to multivariate applications. Choosing five-minute intervals is standard in empirical studies (see Andersen and Bollerslev, 1998). Although the theory of quadratic variation asks for the highest possible sampling frequency to yield the most accurate volatility measurement, returns measured at intervals shorter than five minutes heavily suffer from spurious serial correlation due to market-microstructure effects. These effects, as well as the optimal sampling frequency will be addressed below.

2. Last quote in every interval: in constructing the equally spaced time series, this so-called ”previous-tick interpolation” only uses data available at this very point in time and hence respects causality. The increase in the number of quotes collected in the O&A database diminishes the average time interval between two consecutive quotes from 10-20 seconds in 1997 to less than a second in 2010. This gives a hint at how liquid the FX market is and how close to the five-minute time-stamps the last quotes in every interval are. Hence, problems arising from non-synchronous quotations or stale quotes are insignificant.

3. Mid-quotes (instead of transaction prices): as currency trading is mainly OTC, it is hard to get records of true transaction prices. However, Goodhart, Itô, and Payne (1995) and Danielsson and Payne (2001) verify by means of a short data sample from the Reuters 2000-2 electronic FX trading platform that the characteristics of the merely indicative quotes of the O&A data closely match the ones of the true transaction prices. In addition, using mid-quotes avoids contamination of the data series with market-microstructure noise arising from transactions being executed at either the quoted bid or ask price (bid-ask bounces), see e.g. Roll (1984).

To determine periods of inactive trading and hence possible problems with missing data, we find that a quote is recorded for each of the $7 \times 24 \times 12 = 2016$ five-minute intervals of a week. In the calculation of volatilities and correlations, the days are set to end at 16:00 GMT to match the time of the daily option quotes (all times in this study refer to Greenwich Mean Time). Monday to Friday is treated as business days, while the reduced market activity on Saturdays and Sundays calls for a special treatment of the weekend period, which is defined as usual to last from Friday 21:00 to Sunday 21:00, see Andersen and Bollerslev (1998). Hence, “Mondays” consist of the remaining five hours on Friday from 16:00 to 21:00 and the 19 hours from Sunday 21:00 to Monday 16:00. In the 3% of cases that a quote is not available on a business day, the missing value is filled with the previous quote, which induces a slight bias towards zero in the realized (co-)volatility measures.
Implied Volatility Comparison

Subset of Currencies Chosen

To calculate our implied volatility and correlation measures, we rely on the four exchange rates between the EUR, JPY, GBP and CHF vis-à-vis the USD. Even though these five currencies make 65% of the total global turnover in the currency market (see BIS, 2010), the question remains how much these currencies truly capture a global risk. In the following we compare our series with the global implied volatility series introduced by JP Morgan. Their global volatility index consists of 22 different currencies: Australian Dollar, Brazilian Real, Canadian Dollar, Swiss Franc, Chinese Yuan, Euro, British Pound, Hungarian Forint, Indian Rupee, Japanese Yen, South Korean Won, Mexican Peso, Norwegian Krona, New Zealand Dollar, Philippine Peso, Polish Zloty, Russian Rouble, Swedish Krona, Singapore Dollar, Turkish Lira, Taiwan Dollar and the South African Rand. We plot our global implied volatility index (Global IV) together with the JP Morgan IV index (JPMVXYGL) in Figure 1 and report summary statistics in Table 1.

![Comparison Implied Volatility Measures](image)

Table 1: Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>JPM</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>10.91</td>
<td>11.04</td>
</tr>
<tr>
<td>StDev</td>
<td>2.73</td>
<td>3.01</td>
</tr>
<tr>
<td>Max</td>
<td>24.70</td>
<td>28.88</td>
</tr>
<tr>
<td>Min</td>
<td>6.10</td>
<td>5.72</td>
</tr>
<tr>
<td>Skewness</td>
<td>1.90</td>
<td>2.33</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>9.40</td>
<td>12.53</td>
</tr>
</tbody>
</table>

Figure 1: Global Implied Volatility

As one can see immediately, the co-movement of the two time series is very high: The unconditional correlation between the levels is 98% and between the changes it is 90%. This indicates that our measure of global implied volatility based on five currencies captures well global risk.

Weighting Scheme to Construct Global Measures

We use an equal weighted average to calculate our global volatility and correlation measures. To check the robustness of this assumption, we apply a turnover weighted average and construct the global volatility proxy using equal and turnover weights as the JP Morgan currency volatility index. The turnover weights are based on the Bank of International Settlement (BIS) Triennial Central Bank Survey of foreign exchange downloadable on the BIS webpage. Since turnover data is only published on a 3 year frequency, we keep the weights constant for 3 years and then update the following year when the new data is published. Turnover weights are chosen over trade weights, as they capture demand for the currencies as a function of both commercial and financial demand. Figure 2 plots the two time series and Table 2 reports the summary statistics.
Figure 2: **Weighting Schemes**

The two time series are extremely highly correlated with an unconditional correlation of 99.8\% (levels) and 99.7\% (changes). The summary statistics are also almost identical. We therefore conclude that the assumption of an equal weighted average is not driving our results. We also note that we cannot perform the same kind of robustness check for the correlation, as the BIS only provides data on currencies either vis-à-vis the U.S. Dollar or the Euro.

### Realized Correlation Sorting

In this section, we check whether our sorting procedure is also robust to realized measures of correlation. We apply the same procedure as in Section II.B. of the main paper. Realized global correlation risk is defined as the realized counterpart to equation (4).

The results are reported in Table 3. We note that the results remain qualitatively unchanged. Low exposure currencies yield higher returns than high exposure currencies. The HmL portfolios are slightly higher for the realized correlation portfolios and the Sharpe ratios are also slightly higher with an annualized Sharpe ratio of 0.65 for the realized correlation sorted currencies.

### Volatility Sorting

We check whether our sorting procedure is robust to volatility sorting, we sort currencies according to their implied and realized volatility exposure. Summary statistics are reported in Tables 4 and 5. The results are in line with the correlation sorted portfolios: Sharpe ratios are quite attractive, ranging between 0.5 for the implied volatility sorted LnH portfolio and almost 0.7 for the realized volatility sorted LmH portfolio. Low exposure currencies have higher expected returns than high exposure currencies.
Table 3
Portfolios Sorted on Betas with Realized Correlation Risk

This table reports summary statistics for portfolios sorted on correlation risk betas, i.e. currencies are sorted according to their betas in a rolling time-series regression of individual currencies’ daily excess returns on daily innovations in the realized correlation risk. Correlation risk is defined as the residual from an AR(1) process of realized correlation. Portfolio 1 contains currencies with the lowest betas whereas portfolio 4 contains currencies with the highest betas. LmH is long Portfolio 1 and short Portfolio 4. The mean, standard deviation, and Sharpe Ratios are annualized, the rest is per month. We also report pre-formation betas, Pre β. Data is monthly and runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>LmH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: All Countries</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.084</td>
<td>0.054</td>
<td>0.020</td>
<td>0.023</td>
<td>0.061</td>
</tr>
<tr>
<td>StDev</td>
<td>0.080</td>
<td>0.088</td>
<td>0.095</td>
<td>0.100</td>
<td>0.081</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.348</td>
<td>-0.287</td>
<td>-0.466</td>
<td>-0.346</td>
<td>0.423</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.601</td>
<td>6.767</td>
<td>5.223</td>
<td>3.422</td>
<td>3.446</td>
</tr>
<tr>
<td>SR</td>
<td>1.057</td>
<td>0.609</td>
<td>0.208</td>
<td>0.231</td>
<td>0.757</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.19</td>
<td>0.11</td>
<td>0.16</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>Pre β</td>
<td>-100.315</td>
<td>-11.005</td>
<td>48.272</td>
<td>141.281</td>
<td></td>
</tr>
<tr>
<td><strong>Panel B: Developed Countries</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.065</td>
<td>0.039</td>
<td>0.026</td>
<td>0.014</td>
<td>0.051</td>
</tr>
<tr>
<td>StDev</td>
<td>0.097</td>
<td>0.099</td>
<td>0.108</td>
<td>0.099</td>
<td>0.091</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.030</td>
<td>-0.200</td>
<td>-0.174</td>
<td>-0.476</td>
<td>0.812</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>4.003</td>
<td>3.982</td>
<td>3.986</td>
<td>4.280</td>
<td>6.664</td>
</tr>
<tr>
<td>SR</td>
<td>0.671</td>
<td>0.388</td>
<td>0.237</td>
<td>0.141</td>
<td>0.557</td>
</tr>
<tr>
<td>AC(1)</td>
<td>-0.01</td>
<td>0.13</td>
<td>0.12</td>
<td>0.20</td>
<td>0.16</td>
</tr>
<tr>
<td>Pre β</td>
<td>-89.464</td>
<td>-3.663</td>
<td>41.651</td>
<td>114.288</td>
<td></td>
</tr>
</tbody>
</table>
Table 4
Portfolios Sorted on Betas with Volatility Risk

This table reports summary statistics for portfolios sorted on volatility risk betas, i.e. currencies are sorted according to their betas in a rolling time-series regression of individual currencies’ daily excess returns on daily innovations in the global implied volatility risk. Volatility risk is defined as the residual from an AR(1) process of implied volatility. Portfolio 1 contains currencies with the lowest betas whereas portfolio 4 contains currencies with the highest betas. LmH is long Portfolio 1 and short Portfolio 4. The mean, standard deviation, and Sharpe Ratios are annualized, the rest is per month. We also report pre-formation betas, Pre $\beta$. Data is monthly and runs from January 1999 to December 2010.

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>LmH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: All Countries</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.101</td>
<td>0.059</td>
<td>0.037</td>
<td>0.033</td>
<td>0.068</td>
</tr>
<tr>
<td>StDev</td>
<td>0.109</td>
<td>0.093</td>
<td>0.092</td>
<td>0.076</td>
<td>0.032</td>
</tr>
<tr>
<td>Skewness</td>
<td>-1.011</td>
<td>-0.700</td>
<td>-0.167</td>
<td>-0.393</td>
<td>-0.618</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>6.113</td>
<td>4.879</td>
<td>4.952</td>
<td>3.379</td>
<td>2.735</td>
</tr>
<tr>
<td>SR</td>
<td>0.924</td>
<td>0.638</td>
<td>0.403</td>
<td>0.430</td>
<td>0.494</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.212</td>
<td>0.175</td>
<td>0.049</td>
<td>0.165</td>
<td>0.047</td>
</tr>
<tr>
<td>Pre $\beta$</td>
<td>-28.540</td>
<td>-24.438</td>
<td>-6.141</td>
<td>5.638</td>
<td></td>
</tr>
<tr>
<td><strong>Panel B: Developed Countries</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.132</td>
<td>0.066</td>
<td>0.063</td>
<td>0.023</td>
<td>0.066</td>
</tr>
<tr>
<td>StDev</td>
<td>0.124</td>
<td>0.109</td>
<td>0.110</td>
<td>0.098</td>
<td>0.015</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.856</td>
<td>-0.111</td>
<td>-0.332</td>
<td>0.006</td>
<td>-0.745</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.650</td>
<td>3.515</td>
<td>3.966</td>
<td>3.667</td>
<td>2.135</td>
</tr>
<tr>
<td>SR</td>
<td>1.064</td>
<td>0.605</td>
<td>0.571</td>
<td>0.235</td>
<td>0.460</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.194</td>
<td>0.108</td>
<td>0.068</td>
<td>0.123</td>
<td>0.086</td>
</tr>
<tr>
<td>Pre $\beta$</td>
<td>-32.015</td>
<td>-27.422</td>
<td>-12.070</td>
<td>3.405</td>
<td></td>
</tr>
</tbody>
</table>
This table reports summary statistics for portfolios sorted on realized volatility risk betas, i.e. currencies are sorted according to their betas in a rolling time-series regression of individual currencies’ daily excess returns on daily innovations in the global realized volatility risk. Volatility risk is defined as the residual from an AR(1) process of realized volatility. Portfolio 1 contains currencies with the lowest betas whereas portfolio 4 contains currencies with the highest betas. LmH is long Portfolio 1 and short Portfolio 4. The mean, standard deviation, and Sharpe Ratios are annualized, the rest is per month. We also report pre-formation betas, Pre β. Data is monthly and runs from January 1999 to December 2010.

### Panel A: All Countries

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>LmH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.085</td>
<td>0.048</td>
<td>0.054</td>
<td>0.045</td>
<td>0.040</td>
</tr>
<tr>
<td>StDev</td>
<td>0.098</td>
<td>0.102</td>
<td>0.089</td>
<td>0.082</td>
<td>0.076</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.098</td>
<td>-0.889</td>
<td>-0.484</td>
<td>-0.184</td>
<td>0.280</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>4.635</td>
<td>6.065</td>
<td>5.267</td>
<td>3.775</td>
<td>3.345</td>
</tr>
<tr>
<td>SR</td>
<td>0.864</td>
<td>0.477</td>
<td>0.609</td>
<td>0.547</td>
<td>0.525</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.140</td>
<td>0.222</td>
<td>0.051</td>
<td>0.146</td>
<td>0.131</td>
</tr>
</tbody>
</table>

### Panel B: Developed Countries

<table>
<thead>
<tr>
<th></th>
<th>Pf1</th>
<th>Pf2</th>
<th>Pf3</th>
<th>Pf4</th>
<th>LmH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.123</td>
<td>0.092</td>
<td>0.023</td>
<td>0.055</td>
<td>0.068</td>
</tr>
<tr>
<td>StDev</td>
<td>0.101</td>
<td>0.131</td>
<td>0.108</td>
<td>0.115</td>
<td>0.099</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.235</td>
<td>-0.498</td>
<td>-0.867</td>
<td>-0.133</td>
<td>0.133</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.983</td>
<td>6.709</td>
<td>4.931</td>
<td>3.961</td>
<td>3.533</td>
</tr>
<tr>
<td>SR</td>
<td>1.222</td>
<td>0.697</td>
<td>0.214</td>
<td>0.478</td>
<td>0.688</td>
</tr>
<tr>
<td>AC(1)</td>
<td>0.146</td>
<td>0.312</td>
<td>0.167</td>
<td>0.035</td>
<td>0.173</td>
</tr>
</tbody>
</table>